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responses of participants differ in some systematic way from the responses of nonparticipants. This occurs
when the researcher (1) cannot locate the person (the predesignated sample element) to be studied or (2) is
unsuccessful inencouraging that person to participate. This is an especially difficult problem when you are
using a probability sample of subjects. Many studies have shown that better-educated individuals and those
more interested in the topic participate in surveys. A high percentage of those who reply to a given survey
have usually replied to others, while a large share of those who do not respond are habitual nonparticipants.®

Researchers are not without actions to avoid or diminish the error discussed above. We will explore these
options in detail in Chapters 12 to 15. Despite its challenges, communicating with research participants—and
the use of the survey—is the principal method of marketing research.

Response-Based Errors Response error is generated in two ways: when the participant fails to give a
correct answer or fails to give the complete answer. The interviewer can do little about the participant’s infor-
mation level. Screening questions qualify participants when there is doubt about their ability to answer. The
most appropriate applications for communication research are those where participants are uniquely qualified to
provide the desired information. Questions can be used to inquire about characteristics of a participant, such as
his or her household income, age, sexual preference, ethnicity, or family lifecycle stage. Questions can also be
asked that reveal information exclusively internal to the participant. We include here items such as the partici-
pant’s lifestyle, attitudes, opinions, expectations, knowledge, motivations, and intentions.

If we ask participants to report on events that they have not personally experienced, we need to assess the
replies carefully. If our purpose is to learn what the participant understands to be the case, it is legitimate to
accept the answers given. But if our intent is to learn what the event or situation actually was, we must rec-
ognize that the participant is reporting secondhand data and the accuracy of the information declines.
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In the study of MindWriter’s CompleteCare program, only those individuals who have experienced diffi-
culty with their laptops and gone through the program have direct knowledge of the service process. Although
some associates and family members are likely to have some secondhand knowledge of the experience, no
one but the actual laptop owners is likely to give as clear a picture of what works and what doesn’t with
CompleteCare. The laser patient, Edna, on the other hand, had a totally different experience when she went
for surgery to correct her vision. Answers to many questions on the patient survey might have been known by
a caregiver, especially since Edna was experiencing eye problems serious enough to warrant surgery. And the
clinic’s admissions department could have been confident that such information was as accurate as it would
have been if given by Edna herself. Since inaccuracy is a correctable source of error, a family or group mem-
ber should not be asked about another member’s experience unless there is no other way to get the informa-
tion directly. We should not depend on secondhand sources if a more direct source can be found.

Participants also cause error by responding in such a way as to unconsciously or consciously misrepresent
their actual behavior, attitudes, preferences, motivations, or intentions (response bias). Participants create re-
sponse bias when they modify their responses to be socially acceptable or to save face or reputation with the
interviewer (social desirability bias), and sometimes even in an attempt to appear rational and logical.

One major cause of response bias is acquiescence—the tendency to be agreeable. On the participant’s part,
acquiescence may be a result of lower cognitive skills or knowledge related to a concept or construct, lan-
guage difficulties, or perceived level of anonymity. However, researchers can contribute to acquiescence by
the speed with which they ask questions (the faster questions are asked, the more acquiescence) and the
placement of questions in an interview (the later the question, the more acquiescence.)’

Sometimes participants may not have an opinion on the topic of concern. Under this circumstance, their
proper response should be “don’t know” or “have no opinion.” Some research suggests that most participants
who chose the don’t-know response option actually possess the knowledge or opinion that the researcher
seeks.® Participants may choose the option because they may want to shorten the time spent in the participation
process, may be ambivalent or have conflicting opinions on the topic, may feel they have insufficient infor-
mation to form a judgment—even though they actually have taken a position—don’t believe that the response
choices match their position, or don’t possess the cognitive skills to understand the response options. If they
choose the don’t-know option for any of these reasons, studies suggest that probing for their true position will
increase both reliability and validity of the data. However, forcing a participant to express some opinion he or
she does not hold by withholding a don’t-know option makes it difficult for researchers to know the reliability
of the answers.

Participants may also interpret a question or concept differently from what was intended by the researcher.
This occurs when the researcher uses words that are unfamiliar to the participant. Thus, the individual answers
a question that is different from the one the researcher intended to ask. This problem is reflected in Edna’s
letter concerning the clinic’s survey.

Regardless of the reasons, each source of participant-initiated error diminishes the value of the data
collected. It is difficult for a researcher to identify such occasions. Thus, communicated responses should be
accepted for what they are—statements by individuals that reflect varying degrees of truth and accuracy.

Choosing a Communication Method

Once the sponsor or researcher has determined that surveying or interviewing is the appropriate data collec-
tion approach, various means may be used to secure information from individuals. A researcher can conduct
a semistructured interview or survey by personal interview or telephone or can distribute a self-administered
survey by mail, fax, computer, e-mail, the Internet, or a combination of these. As noted in Exhibit 10-5, while
there are commonalities among these approaches, several considerations are unique to each.
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» Exhibit 10-5 Comparison of Communication Approaches
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In the last two decades of the 20th century, a revolution—albeit a quiet one—was under way in survey re-
search. Driven by changing technology and the need to make research more responsible to the bottom line
and ROI objectives, the paper-and-pencil survey standard of the prior 60 years was replaced by a new com-
puterized standard. Whether it goes by the name of “computer-assisted data collection” (CADAQ), “com-
puter-assisted survey information collection” (CASIC), or “computer-assisted interviewing” (CAI), the trend
is growing. While less obvious in the public sector (the U.S. government is the largest survey researcher in
the world, and paper-and-pencil approaches still hold prominence there), in the private sector of survey
research with households and organizations, the computer’s influence on this methodology is far-reaching. It
influences all the various data collection practices.

> Self-Administered Surveys

The self-administered questionnaire is ubiquitous in modern living. You have experienced service evalua-
tions of hotels, restaurants, car dealerships, and transportation providers. Often a short questionnaire is left to
be completed by the participant in a convenient location or is packaged with a product. User registrations,
product information requests in magazines, warranty cards, the MindWriter CompleteCare study, and the
Albany Clinic study are examples of self-administered surveys. Self-administered mail surveys are delivered
not only by the U.S. Postal Service but also via fax and courier service. Other delivery modalities include
computer-delivered and intercept studies.

Evaluation of the Self-Administered Survey

Nowhere has the computer revolution been felt more strongly than in the area of the self-administered sur-
vey. Computer-delivered self-administered questionnaires (also labeled computer-assisted self-interviews,
or CASISs) use organizational intranets, the Internet, or online services to reach their participants. Participants
may be targeted (as when BizRate, an online e-business rating service, sends an e-mail to a registered e-pur-
chaser to participate in a survey following the completion of their order) or self-selecting (as when a com-
puter screen pop-up window offers a survey to an individual who clicks on a particular Web site or when a
potential participant responds to a postcard or e-mail inquiry looking for participants). The questionnaire and
its managing software may be resident on the computer or its network, or both may be sent to the participant
by mail—disk-by-mail (DBM) survey. A 2001 Gartner Research Dataquest survey found that 61 percent of
U.S. households are actively online and, once connected, 91 percent are likely to continue their Internet sub-
scription.®Is it any wonder, then, that researchers have embraced computer-delivered self-administered sur-
veys? See Exhibit 10-6. .

Intercept surveys—at malls, conventions, state fairs, vacation destinations, even busy city street corners—
may use a traditional paper-and-pencil questionnaire or a computer-delivered survey via a kiosk. The
respondent participates without interviewer assistance, usually in a predetermined environment, such as a room
in a shopping-mall. All modes have special problems and unique advantages (as shown in Exhibit 10-5).

As computer-delivered surveys, especially those delivered via the Internet, are in their infancy, much of
what researchers know about self-administered surveys has been learned from experiments conducted with
mail surveys and from personal experience. So as we explore the strengths and weaknesses of the various
self-administered survey methods, we will start with this body of knowledge.



> Exhibit 10-6 The Web as a Survey Research Venue

Web Advantages Example

Web Disadvantages
{and emerging solutions)

Source: These examples are drawn from the personal experience of the authors, as well as from Noah Shachtman, "Why the
Web Works as a Market Research Tool,” AdAge.com, Summer 2001 (http://adage.com/toolsZOO1). 255
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Costs

Self-administered surveys of all types typically cost less than surveys via personal interviews. This is true of
mail surveys, as well as of both computer-delivered and intercept surveys. Telephone and mail costs are in
the same general range, although in specific cases either may be lower. The more geographically dispersed
the sample, the more likely it is that self-administered surveys via computer or mail will be the low-cost
method. A mail or computer-delivered study can cost less because it is often a one-person job. And computer-
delivered studies (including those that employ interviewer-participant interaction) eliminate the cost of print-
ing surveys, a significant cost of both mail studies and personal interviewing employing paper-and-pencil
surveys. The most significant cost savings with computer-delivered surveys involve the much lower cost of
pre- and postnotification (often done by mail or phone when other self-administered surveys are involved),
as well as the lower per-participant survey delivery cost of very large studies.°

Sample Accessibility

One asset to using mail self-administered surveys is that researchers can contact participants who might
otherwise be inaccessible. Some groups, such as major corporate executives and physicians, are difficult to
reach in person or by phone, as gatekeepers (secretaries, office managers, and assistants) limit access. But re-
searchers can often access these special participants by mail or computer. When the researcher has no spe-
cific person to contact—say, in a study of corporations—the mail or computer-delivered survey may be
routed to the appropriate participant. Additionally, the computer-delivered survey can often reach samples
that are identified in no way other than their computer and Internet use, such as the users of a particular on-
line game or those who have shopped with a particular online retailer.

Time Constraints

While intercept studies still pressure participants for a relatively quick response, in a mail survey the participant
can take more time to collect facts, talk with others, or consider replies at length than is possible in a survey em-
ploying the telephone or in a personal interview. Computer-delivered studies, especially those accessed via e-
mail links to the Internet, often have time limitations on both access and completion once started. And once
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started, computer-delivered studies usually cannot be interrupted by the participant to seek information not im-
mediately known. One recent computer-delivered study sponsored by Procter & Gamble, however, asked of par-
ticipants (who used skin moisturizers) the actual duration of time that the participant spent applying the product
to various skin areas following a bath or shower. These questions came in the middle of a fairly lengthy survey.
The participant was encouraged to discontinue the survey, time his or her moisturizer application following the
next bath or shower, and return to the survey via a link and personal code with detailed responses.!!

Anonymity

Mail surveys are typically perceived as more impersonal, providing more anonymity than the other commu-
nication modes, including other methods for distributing self-administered questionnaires. Computer-deliv-
ered surveys still enjoy that same perceived anonymity, although increased concerns about privacy may erode
this perception in the future.'?

Topic Coverage

A major limitation of self-administered surveys concerns the type and amount of information that can be
secured. Researchers normally do not expect to obtain large amounts of information and cannot probe deeply
into topics. Participants will generally refuse to cooperate with a long and/or complex mail, computer-delivered,
or intercept questionnaire unless they perceive a personal benefit. Returned mail questionnaires with many ques-
tions left unanswered testify to this problem, but there are also many exceptions. One general rule of thumb'is
that the participant should be able to answer the questionnaire in no more than 10 minutes—similar to the guide-
lines proposed for telephone studies. On the other hand, one study of the general population delivered more than
a 70 percent response to a questionnaire calling for 158 answers.!? Several early studies of computer-delivered
surveys show that participants indicate some level of enjoyment with the process, describing the surveys as in-
teresting and amusing.'* The novelty of the process, however, is expected to decline with experience, and recent
declines in Web and e-mail survey response rates seem to be supporting this expectation.

Maximizing Participation in the Self-Administered
Survey |

To maximize the overall probability of response, attention must be given to each point of the survey process
where the response may break down.'> For example:
« The wrong address, e-mail or postal, can result in nondelivery or nonreturn.

« The envelope or fax cover sheet may look like junk mail and be discarded without being opened, or the
subject line on e-mail may give the impression of spam and not encourage that the e-mail be opened.

* Lack of proper instructions for completion may lead to nonresponse.

« The wrong person may open the envelope or receive the fax or e-mail and fail to call it to the attention
of the right person.

« A participant may find no convincing explanation or inducement for completing the survey and thus
discard it.

* A participant may temporarily set the questionnaire aside or park it in his or her e-mail in-box and fail
to complete it. ‘

« The return address may be lost, so the questionnaire cannot be returned.
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Thus, efforts should be directed toward maximizing the overall probability of response. One approach, the Total
Design Method (TDM), suggests minimizing the burden on participants by designing questionnaires that:!6

* Are easy to read.

* Offer clear response directions.

* Include personalized communication.

* Provide information about the survey via advance notification.
* Encourage participants to respond. !’

More than 200 methodological articles have been published on efforts to improve response rates. Few
approaches consistently showed positive response rates.!s However, several practical suggestions emerge
from the conclusions:"?

* Preliminary or advance notification of the delivery of a self-administered questionnaire increases
response rates.

* Follow-ups or reminders after the delivery of a self-administered questionnaire increase response rates.

* Clearly specified return directions and devices (e.g., response envelopes, especially postage-stamped)
improve response rates.

* Monetary incentives for participation increase response rates.

* Deadline dates do not increase response rates but do encourage participants to respond sooner.

* A promise of anohymity, while important to those who do respond, does not increase response rates.’
* An appeal for participation is essential. ‘

Self-Administered Survey Trends

Computer surveying is surfacing at trade shows, where participants complete questionnaires while making a
visit to a company’s booth. Continuous tabulation of results provides a stimulus for attendees to visit a par-
ticular exhibit as well as gives the exhibitor detailed information for evaluating the productivity of the show.
This same technology easily transfers to other situations where large groups of people congregate.

Companies are now using intranet capabilities to evaluate employee policies and behavior. Ease of access
to electronic mail systems makes it possible for both large and small organizations to use computer surveys
with both internal and external participant groups. Many techniques of traditional mail surveys can be easily
adapted to computer-delivered questionnaires (e.g., follow-ups to nonparticipants are more easily executed
and are less expensive).

It is not unusual to find registration procedures and full-scale surveying being done on World Wide Web
sites. University sites are asking prospective students about their interests, and university departments are
evaluating current students’ use of online materials. A short voyage on the Internet reveals organizations
using their sites to evaluate customer servicé processes, build sales-lead lists, evaluate planned promotions
and product changes, determine supplier and customer needs, discover interest in job openings, evaluate
employee attitudes, and more. Advanced and easier-to-use software for designing Web questionnaires is no
longer a promise of the future—it’s here.

The Web-based questionnaire, a measurement instrument both delivered
and collected via the Internet, has the power of computer-assisted telephone inter-
view systems, but without the expense of network administrators, specialized soft-
ware, or additional hardware. As a solution for Internet or intranet Web sites, you
need only a personal computer and Web access. Most software products are wizard
driven with design features that allow custom survey creation and modification.

You will find a useful Web
questionnaire tutorial at
http://www.surveypro.com/.
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Two primary options are proprietary solutions offered through research firms and off-the-shelf software
designed for researchers who possess the knowledge and skills we describe here and in Chapter 4. With fee-
based services, you are guided (often online) through problem formulation, questionnaire design, question
content, response strategy, and wording and sequence of questions. The supplier’s staff generates the ques-
tionnaire HTML code, hosts the survey at their server, and provides data consolidation and reports. Off-the-
shelf software is a strong alternative. PC Magazine reviewed six packages containing well-designed user
interfaces and advanced data preparation features.” The advantages of these software programs are:

* « Questionnaire design in a word processing environment.
« Ability to import questionnaire forms from text files.
*» A coaching device to guide you through question and response formatting.
* Question and scale libraries. '
+ Automated publishing to a Web server.
« Real-time viewing of incoming data.
« Ability to edit data in a spreadsheet-type environment.
* Rapid transmission of results.
* Flexible analysis and reporting mechanisms.

Ease of use is not the only influence pushing the popularity of Web-based instruments. Cost is a major
factor. A Web survey is much less expensive than conventional survey research. Although fees are based on
the number of completlons the cost of a sample of 100 might be one-sixth that of a conventional telephone
interview. Bulk mallmg and e-mail data collection have also become more cost-effective because any instru-
ment may be configured as an e-mail questionnaire.

The computer-delivered survey has made it possible to use many of the suggestions for increasing partic-
ipation. Once the computer-delivered survey is crafted, the cost of redelivery via computer is very low.
Preliminary notification via e-mail is both more timely and less costly than notification for surveys done by
phone or mail. The click of a mouse or a single keystroke returns a computer-delivered study. Many com-
puter-delivered surveys use color, even color photographs, within the survey structure. This is not a cost-ef-
fective option with paper surveys. And video clips—never an option with a mail survey—are possible with a
computer-delivered survey. In addition, e-currencies have simplified the delivery of monetary and other
incentives. However, employing all the stimulants for participation cannot overcome technology snafus.
These glitches are likely to continue to plague participation as long as researchers and participants use
different computer platforms, operating systems, and software.

While Web- and e-mail-based self-administered surveys have certainly caught the lion’s share of business
attention in the last few years, the tried-and-true methods of telephone and personal interviews still have their
strengths——and their advocates in the research community.

> Survey via Telephone Interview

The telephone survey is still the workhorse of survey research. With the high level of telephone service pen-
etration in the United States and the European Union, access to participants through low-cost, efficient means
'has made telephone interviewing a very attractive alternative for researchers. Nielsen Media Research uses
thousands of calls each week to determine television viewing habits, and Arbitron does the same for radio lis-
tehing habits. Pollsters working with political candidates use telephone surveys to assess the power of a
speech or a debate during a hotly contested campaign. Numerous firms field phone omnibus studies each
week. Individual questions in these studies are used to capture everything from people’s feeling about the rise
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in gasoline prices to the power of a celebrity spokesperson in an advertising campaign or the latest teenage
fashion trend.

Evaluation of the Telephone Interview

Of the advantages that telephone interviewing offers, probably none ranks higher than its moderate cost. One
study reports that sampling and data collection costs for telephone surveys can run from 45 to 64 percent
lower than costs for comparable personal interviews.?! Much of the savings comes from cuts in travel costs
and administrative savings from training and supervision. When calls are made from a single location, the

In the September 4, 2003,
Harris Poll®, 42 percent of
adults erroneously thought
registering for the national Do
Not Call registry would ban
telephone survey calls as well.
While researchers are
aggressively exploring online
research, the phone survey still
plays an important role in
business research.

Farewell, Old Friend.

There are now more than 50 million consumer phone numbers in the
Natignal Do Not Call Registry ~ and it's growing every day. To compli
matters, almost half* of all Americans incorrectly befieve that telephone
survey calls are now banned by the Do Not Call rules.

The future of telephone survey work is in doubt. But there is no doubt
that viable, accurate data collection alternatives exist.

Call Harris Interactive today to learn more — we'li be happy to -
answer the phone. D varrisinteractiver

BARKEY RESEARCH

“42% o4 3 U5, 36t ik that the reyrity appies o £k 10 Congucs survays bou: prndusts
a0 services - The Harrs Pol - Sapnembes 4, 2003

www.harrisinteractive.com/DNC Tel 877.919.4765
©2005, Hamis doteractive Tnc. Al rights resenced: 508 M/F/DN (4.05




>chapter 10 Surveys 261

researcher may use fewer, yet more skilled, interviewers. Telephones are especially economical when call-
backs to maintain precise sampling requirements are necessary and participants are widely scattered. Long-
distance service options make it possible to interview nationally at a reasonable cost.

Telephone interviewing can be combined with immediate entry of the responses into a data file by means
of terminals, personal computers, or voice data entry. This brings added savings in time and money. The com-
puter-assisted telephone interview (CATT) is used in research organizations throughout the world. A CATI
facility consists of acoustically isolated interviewing carrels organized around supervisory stations. The tele-
phone interviewer in each carrel has a personal computer or terminal that is networked to the phone system
and to the central data processing unit. A software program that prompts the interviewer with introductory
statements, qualifying questions, and precoded questionnaire items drives the survey. These materials appear
on the interviewer’s monitor. CATI works with a telephone number management system to select numbers, )
dial the sample, and enter responses. One facility, the Survey Research Center at the University of Michigan,
consists of 60 carrels with 100 interviewers working in shifts from 8 a.m. to midnight (EST) to call nation-
wide. When fully staffed, it produces more than 10,000 interview hours per month.?

Another means of securing immediate response data is the computer-administered telephone survey.
Unlike CATI, there is no human interviewer. A computer calls the phone number, conducts the interview,
places data into a file for later tabulation, and terminates the contact. The questions are voice-synthesized, and
the participant’s answers and computer timing trigger continuation or disconnect. Several modes of com-
puter-administered surveys exist, including fouch-tone data entry (TDE); voice recognition (VR), which rec-
ognizes a limited vocabulary, usually yes/no responses; and automatic speech recognition (ASR) for
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recognizing and recording a wide range of verbal responses. CATI is often compared to the self-administered
questionnaire and offers the advantage of enhanced participant privacy. One study showed that the noncon-
tact rate for this electronic survey mode is similar to that for other telephone interviews when a random phone
list is used. It also found that rejection of this mode of data collection affects the refusal rate (and thus non-
response error) because people hang up more easily on a computer than on a human.? The noncontact rate
is a ratio of potential but unreached contacts (no answer, busy, answering machine or voice mail, and
disconnects but not refusals) to all potential contacts.

The refusal rate refers to the ratio of contacted participants who decline the interview to all potential contacts.
New technology, notably call-filtering systems where the receiver can decide whether a call is answered based on
caller identity, is expected to increase the noncontact rate associated with telephone surveys. The 2003 CMOR
Respondent Cooperation and Industry Image Study reported that while survey refusal rates have been growing
steadily over several years, the rate “took a sharper than usual increase” this year. The study also noted that “pos-
itive attitudes [about participating in surveys] are declining, while negative perceptions are increasing.”?*

When compared to either personal interviews or mail self-administered surveys, the use of telephones
brings a faster completion of a study, sometimes taking only a day or so for the fieldwork. When compared
to personal interviewing, it is also likely that interviewer bias, especially bias caused by the physical appear-
ance, body language, and actions of the interviewer, is reduced by using telephones.

Finally, behavioral norms work to the advantage of telephone interviewing. If someone is present, a ringing
phone is usually answered, and it is the caller who decides the purpose, length, and termination of the call.2s

There are also disadvantages to using the telephone for research. A skilled researcher will evaluate the use
of a telephone survey to minimize the effect of these disadvantages:

* Inaccessible households (no telephone servipe or no/low contact rate).
* Inaccurate or nonfunctioning numbers.

* Limitation on interview length (fewer measurement questions).

* Limitations on use of visual or complex questions.

* Ease of interview termination.

* Less participant involvement.

* Distracting physical environment.

Inaccessible Households

Approximately 94 percent of all U.S. households have access to telephone service.?® On the surface, this
should make telephone surveys a prime methodology for communication studies. However, several factors
reduce such an enthusiastic embrace of the methodology. Rural households and households with incomes be-
low the poverty line remain underrepresented in telephone studies, with phone access below 75 percent.?’
More households are using filtering devices and services to restrict access, including caller ID, privacy man-
ager, Tele-Zapper, and unlisted numbers (estimated between 22 and 30 percent of all household phone num-
bers).28 Meanwhile, the number of inaccessible individuals continues to increase as cellular/wireless phone
use increases. From 1985 to 2002, the number of U.S. wireless telecommunication subscribers grew from
203.6 thousand to 134.5 million.? Many of these numbers are unlisted or possess screening or filtering ser-
vices. Additionally, people’s use of phone modems to access the Internet makes household lines ring busy for
long periods of time. Recent FCC filings indicate that fewer than 15 percent of U.S. households have second
telephone lines, required for simultaneous Internet access.3 Effective May 2004 federal wireless local-num-
ber portability legislation made it possible for subscribers to take their wired phone number to their wireless



>chapter 10 Surveys 263

phone service (or the reverse) or to shift their wireless service between carriers without losing their wireless
number. Thus the guidelines for identifying the physical location of a phone by its number—and, in turn, the
location of its owner—no longer apply.*!

These causes of variations in participant availability by phone can be a source of bias. A random dialing
procedure is designed to reduce some of this bias. Random dialing normally requires choosing phone
exchanges or exchange blocks and then generating random numbers within these blocks for calling.3? Of
course, just reaching a household doesn’t guarantee its participation.

Inaccurate or Nonfunctioning Numbers

One source says the highest incidence of unlisted numbers is in the West, in large metropolitan areas, among
nonwhites, and for persons between 18 and 34 years of age. Several methods have been developed to over-
come the deficiencies of directories; among them are techniques for choosing phone numbers by using ran-
dom dialing or combinations of directories and random dialing.>* However, increasing demand for multiple
phone lines by both households and individuals has generated new phone area codes and local exchanges.
This too increases the inaccuracy rate.

Limitation on Interview Length

A limit on interview length is another disadvantage of the telephone survey, but the degree of this limitation
depends on the participant’s interest in the topic. Ten minutes has generally been thought of as ideal, but in-
terviews of 20 minutes or more are not uncommon. One telephone survey sponsored by Kraft lasted approx-
imately 30 minutes. It was designed to judge the willingness of sample issue recipients to subscribe to a
prototype magazine, food&family. The survey also measured the effectiveness of the sample issue of the mag-
azine to deliver purchase intent for Kraft products featured in the recipes contained therein. In another study,
interviews ran for one and a half hours in a survey of long-distance services.*

Limitations on Use of Visual or Complex Questions

The telephone survey limits the complexity of the survey and the use of complex scales or measurement tech-
niques that is possible with personal interviewing, CASI, or WWW surveys. For example, in personal inter-
views, participants are sometimes asked to sort or rank an array of cards containing different responses to a
question. For participants who cannot visualize a scale or other measurement device that the interview is at-
tempting to describe, one solution has been to employ a nine-point scaling approach and to ask the partici-
pant to visualize it by using the telephone dial or keypad.”” In telephone interviewing it is difficult to use
maps, illustrations, and other visual aids. In some instances, however, interviewers have supplied these prior
to a prescheduled interview via fax, e-mail, or the Internet.

Ease of Interview Termination

Some studies suggest that the response rate in telephone studies is lower than that for comparable face-to-face
interviews. One reason is that participants find it easier to terminate a phone interview. Telemarketing prac-
tices may also contribute. Public reaction to investigative reports of wrongdoing and unethical behavior
within telemarketing activities places an added burden on the researcher, who must try to convince a partici-
pant that the phone interview is not a pretext for soliciting contributions (labeled frugging—fund-raising un-
der the guise of research) or selling products (labeled sugging—sales under the guise of research).
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Less Participant Involvement

Telephone surveys can result in less thorough responses, and persons interviewed by phone find the experi-
ence to be less rewarding than a personal interview. Participants report less rapport with telephone inter-
viewers than with personal interviewers. Given the growing costs and difficulties of personal interviews, it is
likely that an even higher share of surveys will be by telephone in the future. Thus, it behooves researchers
using telephone surveys to attempt to improve the enjoyment of the interview. One authority suggests:

We need to experiment with techniques to improve the enjoyment of the interview by the participant, maximize the overall comple-
tion rate, and minimize response error on specific measures. This work might fruitfully begin with efforts at translating into verbal
messages the visual cues that fill the interaction in a face-to-face interview: the smiles, frowns, raising of eyebrows, eye contact,
etc. All of these cues have informational content and are important parts of the personal interview setting. We can perhaps pur-
posefully choose those cues that are most important to data quality and participant trust and discard the many that are extrarieous
to the survey interaction.38 . .

Changes in the Physical Environment

Replacement of home or office phones with cellular and wireless phones also raises concerns. In regard to
telephone surveys, researchers are concerned about the changing environment in which such surveys might
be conducted, the resulting quality of data collected under possibly distracting circumstances—at a busy in-
tersection, in the midst of weekly shopping in a congested grocery aisle, at the local high school basketball
tournament—and the possible increase in refusal rates.

Telephone Survey Trends

Future trends in telephone surveying bear watching. Answering machines or voice-mail services pose poten-
tially complex response rate problems since they are estimated to have substantial penetration in American
households. Previous research discovered that most such households are accessible; the subsequent contact
rate was greater in answering-machine households than in no-machine households and about equal with busy-
signal households. Other findings suggested that (1) individuals with answering machines were more likely
to participate, (2) machine use was more prevalent on weekends than on weekday evenings, and (3) machines
were more commonplace in urban than in rural areas. '

A Zap-Attack on Telephone Surveys
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Voice-mail options offered by local phone service providers have less market penetration but are gaining
increasing acceptance. Questions about the sociodemographics of users and nonusers and the relationship of
answering-machine/voice-mail technology to the rapid changes in the wireless market remain to be
answered.® Caller identification technology, the assignment of facsimile machines or computer modems to
dedicated phone lines, and technology that identifies computer-automated dialers and sends a disconnect sig-
nal in response are all expected to have an impact on the noncontact rate of phone interviews.

The variations among the 60 telephone companies’ services and.the degree of cooperation that will be ex-
tended to researchers are also likely to affect noncontact rates. There is also concern about the ways in which
random dialing can be made to deal with nonworking and ineligible numbers.*° But arguably no single threat
poses greater danger than the government-facilitated Do Not Call registry initiated in 2003 by the Federal
Trade Commission. More than 50 million U.S. household and cell numbers, a third of all U.S. households,
were registered in its initial wave of enrollment.*! While currently survey researchers are exempt from its
restrictions, customer confusion about the distinction between research and telemarketing is likely to cause
an increase in the nonresponse rate. Telemarketers might be the catalyst, but legitimate research will suffer.

> Survey via Personal Interview

A survey via personal interview is a two-way conversation between a trained interviewer and a participant.
With her poor eyesight and the problems of question clarity, a personal interview, rather than the
intercept/self-administered questionnaire, might have been a preferable communication method for Edna at
the Albany Outpatient Laser Clinic.

Evaluation of the Personal Interview Survey < cuecr o

individual depth

w ‘ e . . interview at
There are real advantages as well as clear limitations to surveys via personal inter-  jength in Chapter

view. The greatest value lies in the depth of information and detail that can be secured. g,

Aleve: Personal Interviews Provide Relief
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It far exceeds the information secured from telephone and self-administered studies via mail or computer
(both intranet and Internet). The interviewer can also do more things to improve the quality of the informa-
tion received than is possible with another method.

The absence of assistance in interpreting questions in the Albany Clinic study was a clear weakness that would
have been improved by the presence of an interviewer. Interviewers can note conditions of the interview, probe
. with additional questions, and gather supplemental information through observation. Edna was obviously in good
spirits and very relaxed after she and her fellow patients had critiqued the questionnaire. This attitude would have
been observed and noted by an interviewer. Of course, we’re hopeful that the interviewer would correctly inter-
pret laughter as a sign of humor and not as a negative attitude, as did the admissions clerk.

Human interviewers also have more control than other kinds of communication studies. They can pre-
screen to ensure the correct participant is replying, and they can set up and control interviewing conditions.
They can use special scoring devices and visual materials, as is done with a computer-assisted personal in-
terview (CAPI). Interviewers also can adjust the language of the interview as they observe the problems and
effects the interview is having on the participant.
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With such advantages, why would anyone want to use any other survey You will find tips on intercept
method? Probably the greatest reason is that personal interviewing is costly, in  Surveys on the text CD.
terms of both money and time. A survey via personal interview may cost any-
where from a few dollars to several hundred dollars for an interview with a
hard-to-reach person. Costs are particularly high if the study covers a wide geographic area or has stringent
sampling requirements. An exception to this is the survey via intercept interview that targets participants in
centralized locations such as retail malls or, as with Edna, in a doctor’s office. Intercept interviews reduce
costs associated with the need for several interviewers, training, and travel. Product and service demonstra-
tions also can be coordinated, further reducing costs. Their cost-effectiveness, however, is offset when repre-
sentative sampling is crucial to the study’s outcome. The intercept survey would have been a possibility in
the Albany Clinic study, although more admissions clerks would likely have been needed if volunteers were
not available to perform this task.

Costs have risen rapidly in recent years for most communication methods because changes in the social
climate have made personal interviewing more difficult. Many people today are reluctant to talk with
strangers or to permit strangers to visit in their homes. Interviewers are reluctant to visit unfamiliar
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neighborhoods alone, especially for evening interviewing. Finally, results of surveys via personal interviews
can be affected adversely by interviewers who alter the questions asked or in other ways bias the results. As
Edna and her friends discussed the Albany Clinic survey, they each applied.their own operational definitions
to the concepts and constructs being asked. This confusion created a bias that might have been eliminated by
a well-trained interviewer. Interviewer bias, identified as one of the three major sources of error in Exhibit
10-3, was discussed earlier in this chapter. If we are to overcome these deficiencies, we must appreciate the
conditions necessary for interview success.

> Selecting an Optimal Survey Method

The choice of a communication method is not as complicated as it might first appear. By comparing your
research objectives with the strengths and weaknesses of each method, you will be able to choose one that
is suited to your needs. The summary of advantages and disadvantages of personal interviews, telephone
interviews, and self-administered questionnaires presented in Exhibit 10-5 should be useful in making such
a comparison.

When your investigative questions call for information from hard-to-reach or inaccessible participants, the
telephone interview, mail survey, or computer-delivered survey should be considered. However, if data must
be collected very quickly, the mail survey would likely be ruled out because of lack of control over the
returns. Alternatively, you may decide your objective requires extensive questioning and probing; then the
survey via personal interview should be considered.

If none of the choices turns out to be a particularly good fit, it is possible to combine the best characteris-
tics of two or more alternatives into a hybrid survey. Although this decision will incur the costs of the com-
bined modes, the flexibility of tailoring a method to your unique needs is often an acceptable trade-off.

In the MindWriter study, Jason Henry plans to insert a postcard questionnaire (a self-administered survey
delivered via courier) in each laptop returned by the CompleteCare repair service. But this plan is not with-
out problems. Not all customers will return their questionnaires, creating nonresponse bias. The postcard for-
mat doesn’t permit much space for encouraging customer response. Alerting customers to the importance of
returning the response card by phone (to announce courier delivery of a repaired laptop) might improve the
research design, but it would be too costly when 10,000 units are processed monthly. Participants would not
be in the best frame of mind if they received a damaged laptop; dissatisfaction could lead to a decreased
response rate and an increase in call center contacts. Jason’s proposal contains a follow-up procedure—
telephoning nonparticipants to obtain their answers when response cards are not returned. This will likely
decrease nonresponse error. Where most of the study participants are answering measurement questions
without assistance, telephone interviewing creates the possibility of interviewer bias at an unknown level for
at least part of the data.

In the Albany Clinic study, the researcher could have taken several actions to improve the quality of the
data. Distributing the questionnaire to the patient’s eye doctor or to the patient (by mail) prior to arrival would
have increased the accuracy of identifying medications, diagnoses, hospitalizations, and so forth. The
patient’s eye doctor was in the best position to encourage compliance with the collection process but was not
consulted. Having the patient bring the completed questionnaire to the admissions procedure, where the
admissions clerk could review the completed instrument for accuracy and completeness, would have given
the researcher the opportunity to clarify any confusion with the questions, concepts, and constructs. Finally,
pretesting the instrument with a sample of patients would have revealed difficulties with the process and
operational definitions. Edna’s concerns could have been eliminated before they surfaced.

Ultimately, all researchers are confronted by the practical realities of cost and deadlines. As Exhibit 10-5
suggests, on the average, surveys via personal interview are the most expensive communication method and
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take the most field time unless a large field team is used. Telephone surveys are moderate in cost and offer
the quickest option, especially when CATT is used. Questionnaires administered by e-mail or the Internet are
the least expensive. When your desired sample is available via the Internet, the Internet survey may prove to
be the least expensive communication method with the most rapid (simultaneous) data availability. The use
of the computer to select participants and reduce coding and processing time will continue to improve the
cost-to-performance profiles of this metiiod in the future.

Most of the time, an optimal method will be apparent. However, managers’ needs for information often
exceed their internal resources. Such factors as specialized expertise, a large field team, unique facilities, or
a rapid turnaround prompt managers to seek assistance from research vendors of survey-related services.

Outsourcing Survey Services

Commercial suppliers of research services vary from full-service operations to < Types of research
specialty consultants. When confidentiality is likely to affect competitive ad- suppliers were
vantage, the manager or staff will sometimes prefer to bid only a phase of the  discussed in Chapter 1.
project. Alternatively, the organization’s staff members may possess such
unique knowledge of a product or service that they must fulfill a part of the
study themselves. Regardless, the exploratory work, design, sampling, data collection, or processing and
analysis may be contracted separately or as a whole. Most organizations use a request for proposal (RFP) to
describe their requirements and seek competitive bids (see the sample RFP in Chapter 4).
Research firms also offer special advantages that their clients do not typically maintain in-house.
Centralized-location interviewing or computer-assisted telephone facilities may be particularly desirable for
certain research needs. A professionally trained staff with considerable experience in similar management
+ problems is another benefit. Data processing and statistical analysis capabilities are especially important for
some projects. Other vendors have specially designed software for interviewing and data tabulation.* Panel
suppliers provide another type of research service, with emphasis on longitudinal survey work.* By using the
same participants over time, a panel can track trends in attitudes toward issues or products, product adoption

- or consumption behavior, and a myriad of other research interests. Suppliers of panel data can secure infor-
mation from personal and telephone interviewing techniques as well as from the mail, the Web, and mixed-
modes surveys. Diaries are a common means of chronicling events of research interest by the panel members.
These are mailed back to the research organization. Point-of-sale terminals and scanners aid electronic data
collection for panel-type participant groups. And mechanical devices placed in the homes of panel members
may be used to evaluate media usage. ACNielsen, Yankelovich Partners, The Gallup Organization, and Harris
Interactive all manage extensive panels.

S T——

1 The communication approach involves surveying or methodologies makes the use of the mixed mode

interviewing people and recording their responses for
analysis. Communication is accomplished via per-
sonal interviews, telephone interviews, or self-admin-
istered surveys, with each method having its specific
strengths and weaknesses. The optimal communica-
tion method is the one that is instrumental for answer-
ing your research question and dealing with the
constraints imposed by time, budget, and human
resources. The opportunity to combine several survey

desirable in many projects.

2 Successful communication requires that we seek informa-

tion the participant can provide and that the participant un-
derstand his or her role and be motivated to play that role.
Motivation, in particular, is a task for ‘the
interviewer. Good rapport with the participant should be
established quickly, and then the technical process of col-
lecting data should begin. The latter often calls for’
skillful probing to supplement the answers volunteered by .
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the participant. Simplicity of directions and instrument-
appearance are additional factors to consider in encourag-
ing response in self-administered communication studies.

3 Two factors can cause bias in interviewing. One is non-
response. it is a concern with all surveys. Some studies
show that the first contact often secures less than 20
percent of the designated participants. Various meth-
ods are useful for increasing this representation, the
most effective being making callbacks until an ade-
quate number of completed interviews have been
secured. The second factor is response error, which
occurs when the participant fails to give a correct or
complete answer. The interviewer also can contribute
to response error. The interviewer can provide the main
solution for both of these two types of errors.

Telephone interviewing remains popular because
of the diffusion of telephone service in households
and the low cost of this method compared with per-
sonal interviewing. Long-distance telephone interview-
ing has grown. There are also disadvantages to
telephone interviewing. Many phone numbers are un-
listed, and directory listings become obsolete quickly.
There is also a limit on the length and depth of
interviews conducted using the telephone.

The major advantages of personal interviewing are
the ability to explore topics in great depth, achieve a
high degree of interviewer control, and provide maxi-
mum interviewer flexibility for meeting unique situations.
However, this method is costly and time-consuming,
and its flexibility can result in excessive interviewer bias.

4 The self-administered questionnaire can be delivered 5 Outsourcing survey services offers special advantages

by the U.S. Postal Service, facsimile, a courier service,
a computer, or an intercept. Computer-delivered self-
administered questionnaires use organizational in-
tranets, the Internet, or online services to reach their
participants. Participants may be targeted or self-se-
lecting. Intercept studies may use a traditional ques-
tionnaire or a computerized instrument in
environ-ments where interviewer assistance is minimal.

to managers. A professionally trained research staff,
centralized-location interviewing, focus group facilities,
and computer-assisted facilities are among them.
Specialty firms offer software and computer-based
assistance for telephone and personal interviewing as
well as for mail and mixed modes. Panel suppliers
produce data for longitudinal studies of all varieties.

communication approach 245 disk-by-mail (DBM) survey 254 refusal rate 262
computer-administered intercept interview 267 response error 251
telephone survey 261 interviewer error 246 self-administered survey 254
computer-assisted personal mail survey 254 survey 245
interview (CAF.") 266 . . noncontact rate 262 survey via personal interview 265
computer-assisted self-interview nonresponse error 251 telephone survey 259
(CASI) 254 . .

. panel 269 Web-based questionnaire 258
computer-assisted telephone dom dialing 263
interview (CATI) 261 random clialing

Terms in Review

1 Distinguish among response error, interviewer error,
and nonresponse error.

2 How do environmental factors affect response rates
in personal interviews? How can we overcome these
environmental problems?

Making Research Decisions

3 Assume you are planning to interview shoppers in a
shopping mall about their views on increased food
prices and what the federal government should do

4 In recent years, in-home personal interviews have
grown more costly and more difficult to complete.
Suppose, however, you have a project in which you
need to talk with people in their homes. What might you
do to hold down costs and increase the response rate?

5 In the following situations, decide whether you would
use a personal interview, telephone survey, or self-
administered questionnaire. Give your reasons.

a Asurvey of the residents of a new subdivision on why
they happened to select that area in which to live. You
also wish to secure some information about what
they like and do not like about life in the subdivision.



b A poll of students at Metro University on their pref-
erences among three candidates who are running
for president of the student government.

¢ A survey of 58 wholesale grocery companies,
scattered over the eastern United States, on their
personnel 'management policies for warehouse
personnel.

d A survey of financial officers of the Fortune 500
corporations to learn their predictions for the eco-
nomic outlook in their industries in the next year.

e A study of applicant requirements, job tasks, and
performance expectations as part of a job analysis
of student work-study jobs on a college campus
of 2,000 students, where 1,500 are involved in the
work-study program.

6 You decide to take a telephone survey of 40 families
in the 721-exchange area. You want an excellent
representation of all subscribers in the exchange
area. Explain how you will carry out this study.

7 You plan to conduct a mail survey of the traffic man-
agers of 1,000 major manufacturing companies
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across the country. The study concerns their com-
pany policies regarding the payment of moving
expenses for employees who are transferred. What
might you do to improve the response rate of such a
survey?

8 A major corporation agrees to sponsor an internal study

on‘sexual harassment in the workplace. This is in re-

sponse to éoncefhs expressed byA its female

employees. How would you handle the following issues:

a The communication approach (self-administered,
telephone, personal interview, and/or mixed).

b The purpose: Fact finding, awareness, relationship
building, and/or change.

¢ Participant motivation.

d Minimization of response and nonresponse error.

Bringing Research to Life
9 Define the appropriate communication study for the

Albany Outpatient Laser Clinic.

From Concept to Practice
10 Using Exhibit 10-1 as your guide, graph the commu-

nication study you designed in question 9.

Find a study that compares two methodologies, for example, telephone survey and Internet survey, or self-administered
mail and Web survey. What does this study say about the effectiveness of the research methodologies being compared.
One such study is at http://www.mcic.org/reports_newsletters/year2001 /FINAL_SPRING_YO1.pdf.

Can Research Rescue the Red
Cross?

Donatos: Finding the New
Pizza

Inquiring Minds Want to
Know—NOW!

Mastering Teacher Leadership

NCRCC: Teeing Up and New
Strategic Direction

Sturgel Division

USTA: Come Out Swinging

* All cases appear on the text CD; you will find abstracts of these cases in the Case Abstracts section of this text.

Video cases are indicated with a video icon.



Experiments and Test Markets

¢ ¢ Your success in life isn’t based on your ability to simply change. It is based on
your ability to change faster than your competition, customers and business.? 9

Mark Sanborn, founder, Speakers Roundtable

>learningobjectives

After reading this chapter, you should understand . . .
1 The uses for experimentation.
2 The advantages and disadvantages of the experimental method.
3 The seven steps of a well-planned experiment.
4 Internal and external validity with experimental research designs.
5 The three types of experimental designs and the variations of each.

6 The functions and types of test markets.
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Jason slides into a seat next to Sally at the confer-
ence lunch table. Sally glances his way and nods
briefly but keeps her attention on the man to her left.
He is describing some of the finer details of the
Point of Purchase Advertising Institute’s ground-
breaking experiment to put display materials on a

directly comparative basis with other audited adver-

tising and sales promotion activities. Sally had just.

attended his presentation during the morning session
* of the conference.

As he stops speaking, Sally introduces Jason,
“Doug Adams, I'd like you to meet my colleague,
+ Jason Henry. Jason, Doug is vice president and co-
: founder of Prime Consulting Group, Inc. [Prime].”
Jason extends his hand across Sally’s plate,
~ “Pleased to meet you, Doug. Prime took the lead on
that POP industry experiment, right? Sorry I missed
your presentation, but Sally” Jason nods to Sally,
“suggested we divide and conquer—to cover more
sessions.”

Doug returns Jason’s smile and handshake. “It
seems to be the topic of conversation at this table at
the moment, so maybe you’ll get some of the con-
tent here,” welcomes Doug. “I was just explaining
how we needed a methodology that could separate
out other sales influencers, like price, local advertis-
ing, media-delivered coupons, or a secondary stock-
ing location in order to measure the sales lift
generated by the POP material. For example, if
Frito-Lay offered Doritos at $2.49, reduced from
~$2.99, plus it stocked a secondary location near the
soft-drink aisle, Frito-Lay could track the sales lift.

If sales increased even more when a Doritos sign
was posted over the secondary stock location, then
the power of the POP could be determined.”

“Your session was generating all the buzz as I en-
tered the dining room,” comments Jason. “How
many types of POP were assessed?”

“Ultimately, 20 different types,” shares Doug.
“Several different message types—for example,
brand name, photo, price, retail savings, thematic . .
. like a movie tie-in . . . or generic . . . like the sum-
mer barbeque season—and numerous locations.”

“Like regular shelf stocking location, end-cap,
front lobby . . . ?” asks Jason. At Doug’s affirmative
nod Jason asks, “How did you keep the manufactur-
ers from distorting the experiment?”

To give Doug a chance to take a bite, Sally sup-
plies, “Prime used a double-blind audit tracking pro-
cedure using observation, coupled with sales
tracking through more than 250 supermarkets from
the IRI panel of stores and 120 convenience stores
from six retailers with Nielsen’s Market Decisions
program. The manufacturers didn’t know which
stores were involved.”

“And did the POP create the sales lift the retailers
expected?” asks Jason.

“Not only were we able to calculate sales lift for
each type of promotion,” shares Doug, “but we were
also able to calculate a full cost-per-thousand
[CPM] estimate, including the cost of manufactur-
ing, delivering and installing the point-of-purchase
material. TV, radio, and in-store ads are still quoting

CPM exposures without the cost of the ad.”
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“If grocery and convenience stores buy in, this -, store, sees that that same material can cause a 20 to
will be a large piece of business for one or several 40 percent lift in store sales, he’s bound to be recep-
firms,” comments Sally. “What’s been the reaction?” tive. We think it’s going to be a major new research

“When a retailer, who has been relying on his gut initiative,” smiles Doug. “Are you interested?”

instinct to accept or reject POP materials for his

> What Is Experimentation?

Why do events occur under some conditions and not under others? Research methods that answer such ques-
tions are called causal methods. (Recall the discussion of causality in Chapter 6.) Ex post facto research de-
signs, where a researcher interviews respondents or observes what is or what has been, also have the potential
for discovering causality. The distinction between these methods and experimentation is that the researcher
is required to accept the world as it is found whereas an experiment allows the researcher to alter systemati-
cally the variables of interest and observe what changes follow.

In this chapter we define experimentation and discuss its advantages and disadvantages. An outline for the
conduct of an experiment is presented as a vehicle to introduce important concepts. The questions of internal
and external validity are also examined: Does the experimental treatment determine the observed difference,
Or was some extraneous variable responsible? And how can one generalize the results of the study across
times, settings, and persons? The chapter concludes with a review of the most widely accepted designs, a sec-
tion on test markets, and a Closeup example.

. - Experiments are studies involving intervention by the researcher be-
< You may wish to revisit . . L. .
our discussion of yond that required for measurement. The usual intervention is to manipulate
causality in Chapter 6. some variable in a setting and observe how it affects the subjects being studied
(e.g., people or physical entities). The researcher manipulates the independent
or explanatory variable and then observes whether the hypothesized dependent
variable is affected by the intervention.

An example of such an intervention is the study of bystanders and thieves.! In this experiment, participants
were asked to come to an office where they had an opportunity to see a person steal some money from a re-
ceptionist’s desk. A confederate of the experimenter, of course, did the stealing. The major hypothesis con-
cerned whether people observing a theft will be more likely to report it (1) if they are alone when they
observe the crime or (2) if they are in the company of someone else. .

There is at least one independent variable (IV) and one dependent variable (DV) in a causal relation-
ship. We hypothesize that in some way the IV “causes” the DV to occur. The independent or explanatory vari-
able in our example was the state of either being alone when observing the theft or being in the company of
another person. The dependent variable was whether the subjects reported observing the crime. The results
suggested that bystanders were more likely to report the theft if they observed it alone rather than in another
person’s company.

On what grounds did the researchers conclude that people who were alone were more likely to report
crimes observed than people in the company of others? Three types of evidence form the basis for this con-
clusion. First, there must be an agreement between independent and dependent variables. The presence or ab-
sence of one is associated with the presence or absence of the other. Thus, more reports of the theft (DV)
came from lone observers (IV,) than from paired observers (IV,).
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‘Second, beyond the correlation of independent and dependent variables, the time order of the occurrence of
the variables must be considered. The dependent variable should not precede the independent variable. They
may occur almost simultaneously, or the independent variable should occur before the dependent variable. This
requirement is of little concern since it is unlikely that people could report a theft before observing it.

The third important support for the conclusion comes when researchers are confident that other extraneous
variables did not influence the dependent variable. To ensure that these other variables are not the source of in-
fluence, researchers control their ability to confound the planned comparison. Under laboratory conditions,
standardized conditions for control can be arranged. The crime observation experiment was carried out in a
laboratory set up as an office. The entire event was staged without the observers’ knowledge. The receptionist
whose money was to be stolen was instructed to speak and act in a specific way. Only the receptionist, the ob-
servers, and the “criminal” were in the office. The same process was repeated with each trial of the experiment.

While such controls are important, further precautions are needed so that the results achieved reflect only
the influence of the independent variable on the dependent variable.

> An Evaluation of Experiments
Advantages |

When we elaborated on the concept of cause in Chapter 6, we said causality could not be proved with cer-
tainty but the probability of one variable being linked to another could be established convincingly. The ex-
periment comes closer than any primary data collection method to accomplishing this goal. The foremost
advantage is the researcher’s ability to manipulate the independent variable. Consequently, the probability
that changes in the dependent variable are a function of that manipulation increases. Also, a control group
serves as a comparison to assess the existence and potency of the manipulation.

The second advantage of the experiment is that contamination from extraneous variables can be controlled
more effectively than in other designs. This helps the researcher isolate experimental variables and evaluate
their impact over time. Third, the convenience and cost of experimentation are superior to other methods.
These benefits allow the experimenter opportunistic scheduling of data collection and the flexibility to adjust
variables and conditions that evoke extremes not observed under routine circumstances. In addition, the ex-
perimenter can assemble combinations of variables for testing rather than having to search for their fortuitous
appearance in the study environment.

Fourth, replication—repeating an experiment with different subject groups and conditions—leads to the
discovery of an average effect of the independent variable across people, situations, and times. Fifth, re-
searchers can use naturally occurring events and, to some extent, field experiments (a study of the dependent
variable in actual environmental conditions) to reduce subjects’ perceptions of the researcher as a source of
intervention or deviation in their everyday lives.

Disadvantages

The artificiality of the laboratory is arguably the primary disadvantage of the experimental method. However,
many subjects’ perceptions of a contrived environment can be improved by investment in the facility. Second,
generalization from nonprobability samples can pose problems despite random assignment. The extent to
which a study can be generalized from college students-to managers or executives is open to question. And
when an experiment is unsuccessfully disguised, volunteer subjects are often those with the most interest in the
topic. Third, despite the low costs of experimentation, many applications of experimentation far outrun the
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budgets for other primary data collection methods. Fourth, experimentation is most effectively targeted at
problems of the present or immediate future. Experimental studies of the past are not feasible, and studies
about intentions or predictions are difficult. Finally, management research is often concerned with the study of
people. There are limits to the types of manipulation and controls that are ethical.

> Conducting an Experiment?

In a well-executed experiment, researchers must complete a series of activities to carry out their craft
successfully. Although the experiment is the premier scientific methodology for establishing causation, the
resourcefulness and creativeness of the researcher are needed to make the experiment live up to its potential.
In this section, and as we introduce Exhibit 11-1, we discuss seven activities the researcher must accomplish
to make the endeavor successful:

. Select relevant variables.

. Specify the treatment levels.

. Control the experimental environment.

. Choose the experimental design.

. Select and assign the subjects.

. Pilot test, revise, and test.

N N AW =

. Analyze the data.

Selecting Relevant Variables

Throughout the book we have discussed the idea that a research problem can be conceptualized as a hierar-
chy of questions starting with a management problem. The researcher’s task is to translate an amorphous
problem into the question or hypothesis that best states the objectives of the research. Depending on the com-
plexity of the problem, investigative questions and additional hypotheses can be created to address specific
facets of the study or data that need to be gathered. Further, we have mentioned that a hypothesis is a rela-
tional statement because it describes a relationship between two or more variables. It must also be opera-
tionalized, a term we used earlier in discussing how concepts are transformed into variables to make them
measurable and subject to testing.
Consider the following research question as we work through the seven points listed above:

Does a sales presentation that describes product benefits in the introduction of the message lead to improved retention of
product knowledge?

Since a hypothesis is a tentative statement—a speculation—about the outcome of the study, it might take
this form:

Sales presentations in which the benefits module is placed in the introduction of a 12-minute message produce better reten-
tion of product knowledge than those where the benefits module is placed in the conclusion.

The researchers’ challenges at this step are to:

1. Select variables that are the best operational representations of the original concepts.
2. Determine how many variables to test.
3. Select or design appropriate measures for them.
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s Exhibit 11-1 Experimentation in the Research Process
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The researchers would need to select variables that best operationalize the concepts sales presentation,
product benefits, retention, and product knowledge. The product’s classification and the nature of the intended
audience should also be defined. In addition, the term better could be operationalized statistically by means
of a significance test.

The number of variables in an experiment is constrained by the project budget, the time allocated, the
availability of appropriate controls, and the number of subjects being tested. For statistical reasons, there must
be more subjects than variables.?

The selection of measures for testing requires a thorough review of the available literature and instru-
ments. In addition, measures must be adapted to the unique needs of the research situation without compro-
mising their intended purpose or original meaning.

Specifying Treatment Levels

In an experiment, participants experience a manipulation of the independent variable, called the experimen-
tal treatment. The treatment levels of the independent variable are the arbitrary or natural groups the re-
searcher makes within the independent variable of an experiment. For example, if salary is hypothesized to
have an effect on employees’ exercising of stock purchase options, it might be divided into high, middle, and
low ranges to represent three levels of the independent variable.

The levels assigned to an independent variable should be based on simplicity and common sense. In the
sales presentation example, the experimenter should not select 8 minutes and 10 minutes as the starting points
to represent the two treatment levels if the average message about the product is 12 minutes long. Similarly,
if the benefits module is placed in the first and second minutes of the presentation, observable differences
may not occur because the levels are too close together. Thus, in the first trial, the researcher is likely to po-
sition the midpoint of the benefits module the same interval from the end of the introduction as from the end
of the conclusion (see Exhibit 11-2).

Under an entirely different hypothesis, several levels of the independent variable may be needed to test
order-of-presentation effects. Here we use only two. Alternatively, a control group could provide a base
level for comparison. The control group is composed of subjects who are not exposed to the independent
variable(s), in contrast to those who receive the experimental treatment.

> Exhibit 11-2 Experiment of Placement of Benefits Module within Sales
Presentation

Hypothesis: Sales presentations in which the benefits module is placed in the introduction of a
12-minute message produce better retention of product knowledge by the customer than those
where the benefits module is placed in the conclusion.

Effect = DV, — DV,

|V1 =

Benefits
module

Product
Knowiedge
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Controulng the Expenmental < Chapter 2 discussed Fhe
nature of extraneous .
EnVIrOnment variables and the need

for their control.

In our sales presentation experiment, extraneous variables can appear as differ-

ences in age, gender, race, dress, communications competence, and many other

characteristics of the presenter, the message, or the situation. These have the potential for distorting the effect
of the treatment on the dependent variable and must be controlled or eliminated. However, at this stage, we
are principally concerned with environmental control, holding constant the physical environment of the ex-
periment. The introduction of the experiment to the subjects and the instructions would likely be videotaped
for consistency. The arrangement of the room, the time of administration, the experimenter’s contact with the
subjects, and so forth, must all be consistent across each administration of the experiment.

Other forms of control involve subjects and experimenters. When subjects do not know if they are receiving the
experimental treatment, they are said to be blind. When the experimenters do not know if they are giving the treat-
ment to the experimental group or to the control group, the experiment is said to be double blind. Both approaches
control unwanted complications such as subjects’ reactions to expected conditions or experimenter influence.

< Many of the

Choosing the Experimental Design exporimental designs

. . . . . are diagrammed and
Unlike the general descriptors of research design that were discussed in Chapter described later in this

6, experimental designs are unique to the experimental method. They serve as chapter.

positional and statistical plans to designate relationships between experimental

treatments and the experimenter’s observations or measurement points in the temporal scheme of the study.
In the conduct of the experiment, the researchers apply their knowledge to select one design that is best suited
to the goals of the research. Judicious selection of the design improves the probability that the observed
change in the dependent variable was caused by the manipulation of the independent variable and not by
another factor. It simultaneously strengthens the generalizability of results beyond the experimental setting.

Selecting and Assigning Participants

The participants selected for the experiment should be representative of the population to which the re-
searcher wishes to generalize the study’s results. This may seem self-evident, but we have witnessed several
decades of experimentation with college sophomores that contradict that assumption. In the sales presenta-
tion example, corporate buyers, purchasing managers, or others in a decision-making capacity would provide
better generalizing power than undergraduate college students if the product in question was targeted for
industrial use rather than to the consumer.

The procedure for random sampling of experimental subjects is similar in principle to the selection of
respondents for a survey. The researcher first prepares a sampling frame and then assigns the subjects for the
experiment to groups using a randomization technique. Systematic sampling may be used if the sampling
frame is free from any form of periodicity that parallels the sampling ratio. Since the sampling frame is often
small, experimental subjects are recruited; thus they are a self-selecting sample. However, if randomization
is used, those assigned to the experimental group are likely to be similar to those assigned to the control
group. Random assignment to the groups is required to make the groups as comparable as possible with
respect to the dependent variable. Randomization does not guarantee that if a pretest of the groups was con-
ducted before the treatment condition, the groups would be pronounced identical; but it is an assurance that
those differences remaining are randomly distributed. In our example, we would need three randomly
assigned groups—one for each of the two treatments and one for the control group.

When it is not possible to randomly assign subjects to groups, matching may be used. Matching employs
a nonprobability quota sampling approach. The object of matching is to have each experimental and control
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>sShapshot

Unicast’s Video Ad Outperforms TV Ad

subject matched on every characteristic used in the research. This becomes more cumbersome as the number
of variables and groups in the study increases. Since the characteristics of concern are only those that are cor-
related with the treatment condition or the dependent variable, they are easier to identify, control, and match.*
In the sales presentation experiment, if a large part of the sample was composed of businesswomen who had
recently completed communications training, we would not want the characteristics of gender, business ex-
perience, and communication training to be disproportionately assigned to one group.
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> Exhibit 11-3 Quota Matrix Example

Category Frequencies Before Matching

Women Men
Business No Business Business No Business
Experience Experience Experience Experience

Training in
communication skills

No training in
communication skills

Group Composition After Matching

Experimental Groups Control
X Group

28 28 28 84J

Some authorities suggest a quota matrix as the most efficient means of visualizing the matching process.
In Exhibit 11-3, one-third of the subjects from each cell of the matrix would be assigned to each of the three
groups. If matching does not alleviate the assignment problem, a combination of matching, randomization,
and increasing the sample size would be used.

Pilot Testing, Revising, and Testing

The procedures for this stage are similar to those for other forms of primary data collection. Pilot testing is in-
tended to reveal errors in the design and improper control of extraneous or environmental conditions. Pretesting
the instruments permits refinement before the final test. This is the researcher’s best opportunity to revise scripts,
- look for control problems with laboratory conditions, and scan the environment for factors that might confound
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the results. In field experiments, researchers are sometimes caught off guard by events that have a dramatic
effect on subjects: the test marketing of a competitor’s product announced before an experiment, or a reduction
in force, reorganization, or merger before a crucial organizational intervention. The experiment should be timed
so that subjects are not sensitized to the independent variable by factors in the environment.

Analyzing the Data

If adequate planning and pretesting have occurred, the experimental data will take an order and structure un-
common to surveys and unstructured observational studies. It is not that data from experiments are easy to
analyze; they are simply more conveniently arranged because of the levels of the treatment condition, pretests
and posttests, and the group structure. The choice of statistical techniques is commensurately simplified.

Researchers have several measurement and instrument options with experiments. Among them are:

* Observational techniques and coding schemes.

* Paper-and-pencil tests.

* Self-report instruments with open-ended or closed questions.

* Scaling techniques (e.g., Likert scales, semantic differentials, Q-sort).

* Physiological measures (e.g., galvanic skin response, EKG, voice pitch analysis, eye dilation).

> Validity in Experimentation

Even when an experiment is the ideal research design, it is not without problems. There is always a question
about whether the results are true. We have previously defined validity as whether a measure accomplishes
its claims. While there are several different types of validity, here only the two major varieties are considered:
internal validity—do the conclusions we draw about a demonstrated experimental relationship truly imply
cause?—and external validity—does an observed causal relationship generalize across persons, settings, and
times?® Each type of validity has specific threats we need to guard against.

Internal Validity

Among the many threats to internal validity, we consider the following seven:
* History
* Maturation
* Testing
* Instrumentation
* Selection
* Statistical regression
* Experimental mortality

History

During the time that an experiment is taking place, some events may occur that confuse the relationship
being studied. In many experimental designs, we take a control measurement (O,) of the dependent variable
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before introducing the manipulation (X). After the manipulation, we take an after-measurement (O,) of the
dependent variable. Then the difference between O, and O, is the change that the manipulation has caused.

A company’s management may wish to find the best way to educate its workers about the financial con-
dition of the company before this year’s labor negotiations. To assess the value of such an effort, managers
give employees a test on their knowledge of the company’s finances (O,). Then they present the educational
campaign (X) to these employees, after which they again measure their knowledge level (0,). This design,
known as a pre-experiment because it is not a very strong design, can be diagrammed as follows:

0, X 0,
Pretest Manipulation Posttest

Between O, and O,, however, many events could occur to confound the effects of the education effort. A
newspaper article might appear about companies with financial problems, a union meeting might be held at
which this topic is discussed, or another occurrence could distort the effects of the company’s education test.

Maturation

Changes also may occur within the subject that are a function of the passage of time and are not specific to
any particular event. These are of special concern when the study covers a long time, but they may also be
factors in tests that are as short as an hour or two. A subject can become hungry, bored, or tired in a short time,
and this condition can affect response results.

Testing

The process of taking a test can affect the scores of a second test. The mere experience of taking the first test
can have a learning effect that influences the results of the second test.

Instrumentation

This threat to internal validity results from changes between observations in either the measuring instrument
or the observer. Using different questions at each measurement is an obvious source of potential trouble, but.
using different observers or interviewers also threatens validity. There can even be an instrumentation prob-
lem if the same observer is used for all measurements. Observer experience, boredom, fatigue, and anticipa-
tion of results can all distort the results of separate observations.

Selection

An important threat to internal validity is the differential selection of subjects for experimental and control
groups. Validity considerations require that the groups be equivalent in every respect. If subjects are randomly
assigned to experimental and control groups, this selection problem can be largely overcome. Additionally,
matching the members of the groups on key factors can enhance the equivalence of the groups.

Statistical Regression

This factor operates especially when groups have been selected by their extreme scores. Suppose we measure
the output of all workers in a department for a few days before an experiment and then conduct the experi-
ment with only those workers whose productivity scores are in the top 25 percent and bottom 25 percent. No
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matter what is done between O, and O,, there is a strong tendency for the average of the high scores at O, to
decline at O, and for the low scores at O, to increase. This tendency results from imperfect measurement that,
in effect, records some persons abnormally high and abnormally low at O,. In the second measurement, mem-
bers of both groups score more closely to their long-run mean scores.

Experiment Mortality

This occurs when the composition of the study groups changes during the test. Attrition is especially likely in
the experimental group, and with each dropout the group changes. Because members of the control group are
not affected by the testing situation, they are less likely to withdraw. In a compensation incentive study, some
employees might not like the change in compensation method and may withdraw from the test group; this
action could distort the comparison with the control group that has continued working under the established
system, perhaps without knowing a test is under way. .

All the threats mentioned to this point are generally, but not always, dealt with adequately in experiments
by random assignment. However, five additional threats to internal validity are independent of whether or not
one randomizes.” The first three have the effect of equalizing experimental and control groups.

1. Diffusion or imitation of treatment. If people in the experimental and control groups
ethicgssues talk, then those in the control group may learn of the treatment, eliminating the differ-
u ence between the groups.

2. Compensatory equalization. Where the experimental treatment is much more desirable, there may be
an administrative reluctance to deprive the control group members. Compensatory actions for the
control groups may confound the experiment.

3. Compensatory rivalry. This may occur when members of the control group know they are in the con-
trol group. This may generate competitive pressures, causing the control group members to try harder.

4. Resentful demoralization of the disadvantaged. When the treatment is desirable and the experiment is
obtrusive, control group members may become resentful of their deprivation and lower their coopera-
tion and output.

5. Local history. The regular history effect already mentioned impacts both experimental and control
groups alike. However, when one assigns all experimental persons to one group session and all con-
trol people to another, there is a chance for some idiosyncratic event to confound results. This prob-
lem can be handled by administering treatments to individuals or small groups that are randomly
assigned to experimental or control sessions.

External Validity

Internal validity factors cause confusion about whether the experimental treatment (X) or extraneous factors are
the source of observation differences. In contrast, external validity is concerned with the interaction of the ex-
perimental treatment with other factors and the resulting impact on the ability to generalize to (and across) times,
settings, or persons. Among the major threats to external validity are the following interactive possibilities:

* Reactivity of testing on X.

* Interaction of selection and X.

* Other reactive factors.

The Reactivity of Testing on X

The reactive effect refers to sensitizing subjects via a pretest so that they respond to the experimental stimu-
lus (X) in a different way. A before-measurement of a subject’s knowledge about the ecology programs of a
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company will often sensitize the subject to various experimental communication efforts that might be made
about the company. This before-measurement effect can be particularly significant in experiments where the
IV is a change in attitude.

interaction of Selection and X

The process by which test subjects are selected for an experiment may be a threat to external validity. The
population from which one selects subjects may not be the same as the population to which one wishes to
generalize results. Suppose you use a selected group of workers in one department for a test of the piecework
incentive system. The question may remain as to whether you can extrapolate those resuits to all production
workers. Or consider a study in which you ask a cross section of a population to participate in an experiment
but a substantial number refuse. If you conduct the experiment only with those who agree to participate (self-
selection), can the results be generalized to the total population?

Other Reactive Factors

The experimental settings themselves may have a biasing effect on a subject’s response to X. An artificial set-
ting can obviously produce results that are not representative of larger populations. Suppose the workers who

s et i B 7]

spicprofile
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are given the incentive pay are moved to a different work area to separate them from the control group. These
new conditions alone could create a strong reactive condition. :

If subjects know they are participating in an experiment, there may be a tendency to role-play in a way that
distorts the effects of X. Another reactive effect is the possible interaction between X and subject characteris-
tics. An incentive pay proposal may be more effective with persons in one type of job, with a certain skill
level, or with a certain personality trait.

Problems of internal validity can be solved by the careful design of experiments, but this is less true for prob-
lems of external validity. External validity is largely a matter of generalization, which, in a logical sense, is an
inductive process of extrapolating beyond the data collected. In generalizing, we estimate the factors that can be
ignored and that will interact with the experimental variable. Assume that the closer two events are in time,
space, and measurement, the more likely they are to follow the same laws. As a rule of thumb, first seek inter-
nal validity. Try to secure as much external validity as is compatible with the internal validity requirements by
making experimental conditions as similar as possible to conditions under which the results will apply.

> Experimental Research Designs

The many experimental designs vary widely in their power to control contamination of the relationship be-
tween independent and dependent variables. The most widely accepted designs are based on this characteris-
tic of control: (1) preexperiments, (2) true experiments, and (3) field experiments (see Exhibit 11-4).

Preexperimental Designs

All three preexperimental designs are weak in their scientific measurement power—that is, they fail to con-
trol adequately the various threats to internal validity. This is especially true of the after-only study.

After-Only Study
This may be diagrammed as follows:
X o
Treatment or manipulation Observation or measurement 1)
of independent variable of dependent variable

An example is an employee education campaign about the company’s financial condition without a prior
measurement of employee knowledge. Results would reveal only how much the employees know after the
education campaign, but there is no way to judge the effectiveness of the campaign. How well do you think
this design would meet the various threats to internal validity? The lack of a pretest and control group makes
this design inadequate for establishing causality.

One-Group Pretest-Posttest Design

This is the design used earlier in the educational example. It meets the various threats to internal validity bet-
ter than the after-only study, but it is still a weak design. How well does it control for history? Maturation?
Testing effect? The others?

o X o

»
Pretest Manipulation Post-test )
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> Exhibit 11-4 Key to Design Symbols

An X represents the introduction of an experimental
stimulus to a group. The effects of this independent
variable(s) are of major interest.

‘An O identifies a measurement or observation activity.

An R indicates that the group members have been
randomly assigned to a group.

An E represents the effect of the experiment and is
presented as an equation.

Static Group Comparison

This design provides for two groups, one of which receives the experimental stimulus while the other serves
as a control. In a field setting, imagine this scenario. A forest fire or other natural disaster is the experimental
treatment, and psychological trauma (or property loss) suffered by the residents is the measured outcome. A
pretest before the forest fire would be possible, but not on a large scale (as in the California fires). Moreover,
timing of the pretest would be problematic. The control group, receiving the posttest, would consist of resi-
dents whose property was spared.
X 0,
e R s 3
0,

The addition of a comparison group creates a substantial improvement over the other two designs. Its chief
weakness is that there is no way to be certain that the two groups are equivalent.
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The major deficiency of the preexperimental designs is that they fail to provide comparison groups that are
truly equivalent. The way to achieve equivalence is through matching and random assignment. With ran-
domly assigned groups, we can employ tests of statistical significance of the observed differences.

It is common to show an X for the test stimulus and a blank for the existence of a control situation. This is
an oversimplification of what really occurs. More precisely, there is an X; and an X,, and sometimes more.
The X, identifies one specific independent variable, while X, is another independent variable that has been
chosen, often arbitrarily, as the control case. Different levels of the same independent variable may also be
used, with one level serving as the control.

Pretest-Posttest Control Group Design

This design consists of adding a control group to the one-group pretest-posttest design and assigning the sub-
jects to either of the groups by a random procedure (R). The diagram is:

R 0, X 0,

4
R 0, 0, )

The effect of the experimental variable is
E=(0,—0)~ (04— 0y
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In this design, the seven major internal validity problems are dealt with fairly well, although there are still
some difficulties. Local history may occur in one group and not the other. Also, if communication exists be-
tween people in test and control groups, there can be rivalry and other internal validity problems.

Maturation, testing, and regression are handled well because one would expect them to be felt equally in
experimental and control groups. Mortality, however, can be a problem if there are different dropout rates in
the study groups. Selection is adequately dealt with by random assignment.

The record of this design is not as good on external validity, however. There is a chance for a reactive ef-
fect from testing. This might be a substantial influence in attitude change studies where pretests introduce un-
usual topics and content. Nor does this design ensure against reaction between selection and the experimental
variable. Even random selection may be defeated by a high decline rate by subjects. This would result in us-
ing a disproportionate share of people who are essentially volunteers and who may not be typical of the pop-
ulation. If this occurs, we will need to replicate the experiment several times with other groups under other
conditions before we can be confident of external validity.

Posttest-Only Control Group Design

In this design, the pretest measurements are omitted. Pretests are well established in classical research design
but are not really necessary when it is possible to randomize. The design is:

R X O
5
R 0, | ©)
The experimental effect is measured by the difference between O, and O,:
E=(0,—-0)

The simplicity of this design makes it more attractive than the pretest-posttest control group design. Internal
validity threats from history, maturation, selection, and statistical regression are adequately controlled by ran-
dom assignment. Since the participants are measured only once, the threats of testing and instrumentation are
reduced, but different mortality rates between experimental and control groups continue to be a potential
problem. The design reduces the external validity problem of testing interaction effect.
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Field Experiments: Quasi- or Semi-Experiments?®

Under field conditions, we often cannot control enough of the extraneous variables or the experimental treat-
ment to use a true experimental design. Because the stimulus condition occurs in a natural environment, a
field experiment is required.

A modern version of the bystander and ‘thief field experiment, mentioned at the beginning of the chapter,
involves the use of electronic article surveillance to prevent shrinkage due to shoplifting. In a proprietary
study, a shopper came to the optical counter of an upscale mall store and asked to be shown special designer
frames. The salesperson, a confederate of the experimenter, replied that she would get them from a case in the
adjoining department and disappeared. The “thief” selected two pairs of sunglasses from an open display, de-
activated the security tags at the counter, and walked out of the store.

Thirty-five percent of the subjects (store customers) reported the theft upon the return of the salesperson.
Sixty-three percent reported it when the salesperson asked about the shopper. Unlike previous studies, the
presence of a second customer did not reduce the willingness to report a theft.

This study was not possible with a control group, a pretest, or randomization of customers, but the informa-
tion gained was essential and justified a compromise of true experimental designs. We use the preexperimental
designs previously discussed or quasi-experiments to deal with such conditions. In a quasi-experiment, we of-
ten cannot know when or to whom to expose the experimental treatment. Usually, however, we can decide when
and whom to measure. A quasi-experiment is inferior to a true experimental design but is usually superior to pre-
experimental designs. In this section, we consider a few common quasi-experiments.

Nonequivalent Control Group Design

This is a strong and widely used quasi-experimental design. It differs from the pretest-posttest control group
design, because the test and control groups are not randomly assigned. The design is diagrammed as follows:

..................... (6)

There are two varieties. One is the intact equivalent design, in which the membership of the experimental
and control groups is naturally assembled. For example, we may use different classes in a school, member-
ship in similar clubs, or customers from similar stores. Ideally, the two groups are as alike as possible. This
design is especially useful when any type of individual selection process would be reactive.

The second variation, the self-selected experimental group design, is weaker because volunteers are re-
cruited to form the experimental group, while nonvolunteer subjects are used for control. Such a design is
likely when subjects believe it would be in their interest to be a subject in an experiment—say, an experi-
mental training program.

Comparison of pretest results (O, — 0,) is one indicator of the degree of equivalence between test and
control groups. If the pretest results are significantly different, there is a real question about the groups’ com-
parability. On the other hand, if pretest observations are similar between groups, there is more reason to be-
lieve internal validity of the experiment is good.

Separate Sample Pretest-Posttest Design

This design is most applicable when we cannot know when and to whom to introduce the treatment but we
can decide when and whom to measure. The basic design is:
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)

The bracketed treatment (X) is irrelevant to the purpose of the study but is shown to suggest that the experi-
menter cannot control the treatment.

This is not a strong design because several threats to internal validity are not handled adequately. History can
confound the results but can be overcome by repeating the study at other times in other settings. In contrast, it
is considered superior to true experiments in external validity. Its strength results from its being a field experi-
ment in which the samples are usually drawn from the population to which we wish to generalize our findings.

We would find this design more appropriate if the population were large, if a before-measurement were re-
active, or if there were no way to restrict the application of the treatment. Assume a company is planning an
intense campaign to change its employees’ attitudes toward energy conservation. It might draw two random
samples of employees, one of which is interviewed about energy use attitudes before the information cam-
paign. After the campaign the other group is interviewed.

Group Time Series Design

A time series design introduces repeated observations before and after the treatment and allows subjects to
act as their own controls. The single treatment group design has before-after measurements as the only con-
trols. There is also a multiple design with two or more comparison groups as well as the repeated measure-
ments in each treatment group.

The time series format is especially useful where regularly kept records are a natural part of the environment
and are unlikely to be reactive. The time series approach is also a good way to study unplanned events in an ex post
facto manner. If the federal government were to suddenly begin price controls, we could still study the effects of
this action later if we had regularly collected records for the period before and after the advent of price control.

The internal validity problem for this design is history. To reduce this risk, we keep a record of possible
extraneous factors during the experiment and attempt to adjust the results to reflect their influence.
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> Test Marketing

This section examines traditional and emerging designs for test marketing including the characteristics of six
test market types and the strengths and weaknesses of each type. '

A test market is a controlled experiment conducted in a carefully chosen marketplace (e.g., Web site,
store, town, or other geographic location) to measure marketplace response and predict sales or profitabil-
ity of a product. The objective of a market test study is to assist marketing managers introduce new prod-
ucts or services, add products to existing lines, identify concepts with potential, or relaunch enhanced
versions of established brands. By testing the viability of a product, managers reduce the risks of failure.
Complex experimental designs are often required to meet the controlled experimental conditions of test
markets. They also are used in other research where control of extraneous variables is essential. We describe
the extensions of true experimental designs in this chapter’s appendix.

The successful introduction of new products is critical to a firm’s financial success. Failures not only
create significant losses for companies but also hurt the brand and company reputation. According to
- ACNielsen, the failure rate for new products approaches 70 percent.” Estimates from other sources vary
between 40 and 90 percent depending on whether the products are in consumer or industrial markets.
Product failure may be attributable to many factors, especially inadequate research. Test-marketed prod-
ucts, typically evaluated in consumer industries, enjoy a significantly higher success rate because man-
agers can reduce their decision risk through reality testing. They gauge the effectiveness of pricing,
packaging, promotions, distribution channels, dealer response, advertising copy, media usage patterns, and
other aspects of the marketing mix. Test markets also help managers evaluate improved versions of exist-
ing products and services.

Test Market Selection

There are several criteria to consider when selecting test market locations. As we mentioned earlier, one of
the primary advantages of a carefully conducted experiment is external validity or the ability to generalize to
(and across) times, settings, or persons. The location and characteristics of participants should be representa-
tive of the market in which the product will compete. This requires consideration of the product’s target com-
petitive environment, market size, patterns of media coverage, distribution channels, product usage,
population size, housing, income, lifestyle attributes, age, and ethnic characteristics. Not even “typical” all-
American cities are ideal for all market tests. Kimberly-Clark’s Depend and Poise brand products for bladder
control could not be adequately tested in a college town. Cities that are overtested create problems for mar-
ket selection because savvy participants’ prior experiences cause them to respond atypically.

Multiple locations are often required for optimal demographic balance. Sales may vary by region, neces-
sitating test sites that have characteristics equivalent to those of the targeted national market. Several loca-
tions may also be required for experimental and control groups.

Media coverage and isolation are additional criteria for locating the test. Although the test location may
not be able to duplicate precisely a national media plan, it should adequately represent the planned promotion
through print and broadcast coverage. Large metropolitan areas produce media spillover that may contami-
nate the test area. Advertising is wasted as the media alerts distributors, retailers, and consumers in adjacent
areas about the product. Competitors are warned more quickly about testing activities and the test loses it
competitive advantage. In 2002, Dairy Queen (DQ) Corp., which has 5,700 stores throughout the world, be-
gan testing electronic irradiated burgers at the Hutchinson and Spicer locations in Minnesota. No quick-ser-
vice restaurant chains provide irradiated burgers, although McDonald’s and Burger King also researched this
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option. DQ originally focused information about the test at the store level rather than with local media. When
the Minneapolis Star Tribune ran a story about the test, DQ had to inform all Minnesota store operators about
the article, although all operators had known about the planned test. The article created awareness for anti-ir-
radiation activists and the potential for demonstrations—an unplanned consequence of the test market.!
Although relatively isolated communities are more desirable because their remoteness aids controlling criti-
cal promotional features of the test, in this instance media spillover and unintended consequences of un-
planned media coverage became a concern. :

The control of distribution affects test locations and types of test markets. Cooperation from distributors
is essential for market tests conducted by the product’s manufacturer. The distributor should sell exclusively
in the test market to avoid difficulties arising from out-of-market warehousing, shipping, and inventory con-
trol. When distributors in the city are either unavailable or uncooperative, a controlled test, where the research
firm manages distribution, should be considered.

Types of Test Markets

There are six major types of test markets: standard, controlled, electronic, simulated, virtual, and Web-en-
abled. In this section, we discuss their characteristics, advantages and disadvantages, and future uses.

Standard Test Market

The standard test market is a traditional test of a product and/or marketing mix variables on a limited geo-
graphic basis. It provides a real-world test for evaluating products and marketing programs on a smaller, less
costly scale. The firm launching the product selects specific sales zones, test market cities, or regions that have
characteristics comparable to those of the intended consumers of the product. The firm performs the test through
its existing distribution channels, using the same elements as used in a national

o .. The SmartPump is a robotic
rollout. Exhibit 11-5 shows some U.S. cities commonly used as test markets. F

gas pump that dispenses

Standard test markets benefit from using actual distribution channels and dis-  fuel without the customer
covering the amount of trade support necessary to launch and sustain the prod- ever getting out of the car.
uct. High costs ($1 million is typical, ranging upward to $30 million) and long  Customers pay an additional

time (12 to 18 months for a go/no-go decision) are disadvantages. The loss of se- $1 for the service.
www.shell.com

crecy when the test exposes the concept to the competition further complicates
the usefulness of traditional tests. =

In March 2000, in an affluent suburb of
Indianapolis, Shell Oil Co. test-marketed the
first robotic gas pump that allows drivers to
serve themselves without leaving their cars.
The innovation, which uses a combination
of robotics, sensors, and cameras to guide
the fuel nozzle into a vehicle’s gas tank,
took eight years to develop. Its features al-
low a parent to stay with children while
pumping gas and enable a driver to avoid
exposure to gas fumes or the risk of spillage,
static' fire, or even bad weather
Unfortunately, the product requires a coded
computer chip containing vehicle informa-
tion that must be placed on the windshield
and a special, spring-loaded gas cap, which
costs $20. The introduction could hardly
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> Exhibit 11-5 Test Market Cities

Source: Acxiom Corporation, a database services company, released its first “Mirror on America” May 24, 2004, ranking

America’s top 150 Metropolitan Statistical Areas (MSAs) on overall consumer test market characteristics. “Which American
City Provides the Best Consumer Test Market?” http://www.acxiom.com/default.aspx?ID=2521&Country_Code=USA. Also
see http://www.bizjournals.com/phoenix/stories/2000/11/20/daily5.html and http://celebrity-network.net/trc/business.htm.

have been more ill-timed. Just as gasoline prices began their upward advance and the end of winter removed the
incentive for staying behind the wheel, Shell planned to charge an extra $1 per fill-up.!

Controlled Test Markets

The term controlled test market refers to real-time forced distribution tests conducted by a specialty research
supplier that guarantees distribution of the test product through outlets in selected cities. The test locations rep-
resent a proportion of the marketer’s total store sales volume. The research firm typically handles the retailer
sell-in process and all distribution activities for the client during the market test. The firm offers financial in-
centives for distributors to obtain shelf space from nationally prominent retailers and provides merchandising,
inventory, pricing, and stocking control. Using scanner-based, survey, and other data sources, the research ser-
vice gathers sales, market share, and consumer demographics data, as well as information on first-year volumes.

Companies such as ACNielsen Market Decisions and Information Resources, Inc., give consumer packaged-
goods (CPG) manufacturers the ability to evaluate sales potential while reducing the risks of new or relaunched
Consumer packaged goods products prior to a national rollout. Market Decisions, for example, has over 25
are consumer goods small to medium-size test markets available nationwide. Typically, consumers
packaged by manufacturers  experience all the elements associated with the first-year marketing plan, including
and not sold unpackaged (in - media advertising and consumer and trade promotions. Manufacturers with a sub.
bulk) at the retail level (e.g., | commitment to a national rollout also have the opportunity to “fast-track”

food, drinks, personal care . . . . 12
products). - products during a condensed time period (three to six months) before launch.
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Controlled test markets cost less than traditional ones (although they may reach several million dollars per
year). They reduce the likelihood of competitor monitoring and provide a streamlined distribution function
through the sponsoring research firm. Their drawbacks include the number of markets evaluated, the use of
incentives—which distort trade cost estimates—and the evaluation of advertising.

Electronic Test Markets

An electronic test market is a test system that combines store distribution services, consumer scanner panels,
and household-level media delivery in specifically designated markets. Retailers and cable TV operators have
cooperative arrangements with the research firm in these markets. Electronic test markets, previously used
with consumer packaged-goods brands, have the capability to measure marketing mix variables that drive trial
and repeat purchases by demographic segment for both CPG and non-CPG brands. Information Resources Inc.
(IRI), for example, offers a service called BehaviorScan, which is also known as a split-cable test or single-
source test, that combines scanner-based consumer panels with sophisticated broadcasting systems. IRI uses a
combination of Designated Market Area—level cut-ins on broadcast networks and local cable cut-ins to assess
the effect of the advertising that the household panel views. IRT and ACNielsen collect supermarket, drugstore,
and mass merchandiser scanner data used in such systems. The BehaviorScan service makes use of these data
with respondents who are then exposed to different commercials with various advertising weights.!3

IRI’s TV system operates as a within-market TV advertising testing service. The five BehaviorScan mar-
kets are Eau Claire, Wisconsin; Cedar Rapids, lowa; Midland, Texas; Pittsfield, Massachusetts; and Grand
Junction, Colorado. As small markets, with populations of 75,000 to 215,000, they provide lower marketing
support costs than other test markets and offer appropriate experimental controls over the test conditions.
Although several thousand households may be used, by assigning every local cable subscriber a cell, the ser-
vice can indiscernibly deliver different TV commercials to each cell and evaluate the effect of the advertis-
ing on the panelists’ purchasing behavior. For a control, nonpanelist households in the cable cell are
interviewed by telephone.

BehaviorScan tracks the actual purchases of a household panel through bar-coded products at the point of
purchase. Participants show their identification card at a participating store and are also asked to “report pur-
chases from non-participating retailers, including mass merchandisers and supercenters, by using a handheld
scanner at home.”'* Computer programs link the household’s purchases with television viewing data to geta
refined estimate (% 10 percent) of the product’s national sales potential in the first year. Consider the obser-
vation of a Frito-Lay senior vice president:

BehaviorScan is a critical component of Frito-Lay’s go-to-market strategy for a couple of reasons. First, it.gives us absolutely
the most accurate read on the sales potential of a new product, and a well-rounded view of consumer response to all ele-
ments of the marketing mix. Second, BehaviorScan TV ad testing enables us to significantly increase our return on our adver-
tising investment.'® ) :

The advantages of electronic test markets are apparent from the quality of strategic information provided but
suffer from an artifact of their identification card data collection strategy: participants may not be representative.

Simulated Test Markets

A simulated test market (STM) occurs in a laboratory research setting designed to simulate a traditional
shopping environment using a sample of the product’s consumers. STMs do not occur in the marketplace but
are often considered a pretest before a full-scale market test. STMs are designed to determine consumer re-
sponse to product initiatives in a compressed time period. A computer model, containing assumptions of how
the new product would sell, is augmented with data provided by the participants in the simulation.
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STMs have common characteristics: (1) Consumers are interviewed to ensure that they meet product us-
age and demographic criteria; (2) they visit a research facility where they are exposed to the test product and
may be shown commercials or print advertisements for target and competitive products; (3) they shop in a
simulated store environment (often resembling a supermarket aisle); (4) those not purchasing the product are
offered free samples; (5) follow-up information is collected to assess product reactions and to estimate re-
purchase intentions; and (6) researchers combine the completed computer model with consumer reactions in
order to forecast the likely trial purchase rates, sales volume, and adoption behavior prior to market entry.

When in-store variations are used, research suppliers select three to five cities representing the market
where the product will be launched. They choose a mall with a high frequency of targeted consumers. In the
mall, a simulated store in a vacant facility is stocked with products from the test category. Intercept interviews
qualify participants for a 15-minute test during which participants view an assortment of print or television
advertisements and are asked to recall salient features. Measures of new product awareness are obtained.
With “dollars” provided by the research firm, participants may purchase the test product or any of the com-
peting products. Advertising awareness, packaging, and adoption are assessed with a computer model, as in
the laboratory setting. Purchasers may be offered additional opportunities to buy the product at a reduced
price in the future.

STMs were widely adopted in the 1970s by global manufacturers as an alternative to standard test mar-
kets, which were considered more expensive, slower, and less protected. Although STM models continue to
work somewhat well in today’s mass-market world, their effectiveness will diminish in the next decade as the
one-to-one marketing environment becomes more diverse. To obtain forecast accuracy at the individual level,
not just trial or repeat probabilities, STMs require individualized marketing plans to estimate different pro-
motional and advertising factors for each person.!6

M/A/R/C Research, Inc., has what it calls its Assessor model with many features that address the defi-
ciencies of previous STM forecasting models. For example, instead of a comparison of consumer reactions
to historical databases, individual consumer preferences and current experiences with existing brands help to
define the fit for the new product environment. A competitive context pertinent to each consumer’s unique set
of alternatives plays a prominent role in new product assessment. Important user segments (e.g., parent brand
users, heavy users, or teenagers) are analyzed separately to capture distinct behaviors. According to
M/A/R/C, the results of three different models (attitudinal preference models; a trial, repeat, depth-of-repeat
model; and a behavioral decision model) are merged to reduce the influence of bias. From an accuracy stand-
point, over 90 percent of the validated Assessor forecasts are within 10 percent of the actual, in-market sales
volume figures.!” Realistically, plus or minus 10 percent represents a level of precision that many firms are
not willing to accept.

STMs offer several benefits. The cost ($50,000 to $150,000) is one-tenth of the cost of a traditional test
market, competitor exposure is minimized, time is reduced to six to eight months, and modeling allows the
evaluation of many marketing mix variables. The inability to measure trade acceptance and its lack of
broad-based consumer response are its drawbacks.

Virtual Test Markets

A virtual test market uses a computer simulation and hardware to replicate the immersion of an interactive
shopping experience in a three-dimensional environment. Essential to the immersion experience is the sys-
tem’s ability to render realistically product offerings in real time. Other features of interactive systems are the
ability to explore (navigate in the virtual world) and manipulate the content in real time. In virtual test mar-
kets, the participants move through a store and display area containing the product. They handle the product
by touching its image and examine it dimensionally with a rotation device to inspect labels, prices, usage in-
structions, and packaging. Purchases are made by placing the product in-a shopping cart. Data collected
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include time spent by product category, frequency and time with product manipulation, and order quantity
and sequence, as well as video feedback of participant behavior.
An example of a virtual environment application reveals it as an inexpensive research tool:

Goodyear conducted a study of nearly 1,000 people. . . . Each respondent took a trip through a number of different virtual tire
stores stocked with a variety of brands and models. . . . Goodyear found the resuits of the test valuable on several fronts. First,
the research revealed the extent to which shoppers in different market segments valued the Goodyear brand over competing
brands. Second, the test suggested strategies for repricing the product line.’®

Virtual test markets are part of a family of virtual technology techniques dating back to the early 1990s.
The term Virtual Shopping® was registered by Allison Research Technologies (ART) in the mid-90s.!° ART’s
interfaces create a detailed virtual environment (supermarket, bar/tavern, convenience store, fast-food restau-
rant, drugstore, computer store, car dealership, and so forth) for participant interaction. Consumers use a dis-
play interface to point out what products are appealing or what they might purchase. Products, in CPG and
non-CPG categories, are arrayed just as in an actual store. Data analysis includes the current range of so-
phisticated research techniques and simulated test market methodologies.?’ Improvements in virtual reality
technology are creating opportunities for multisensory shopping. Current visual and auditory environments
are being augmented with additional modes of sensory perception such as touch, taste, and smell.

A hybrid market test that bridges virtual environments and Internet platforms begins to solve the difficult
challenge of product design teams: concept selection. A traditional reliance on expensive physical prototypes
may be resolved with virtual prototypes. Virtual prototypes were discovered to provide results comparable to
those of physical ones, cost less to construct, and allow Web researchers to explore more concepts. In some
cases, however, the computer renderings make virtual prototypes look better in virtual reality and score lower
in physical reality—specially when comparisons are made with commercially available products.?!

Web-Enabled Test Markets

Manufacturers have found an efficient way to test new products, refine old ones, survey customer attitudes,
and build relationships. Web-enabled test markets are product tests using online distribution. They are
primarily used by large CPG manufacturers that seek fast, cost-effective means for estimating new product
demand. Although they offer less control than traditional experimental design, Procter & Gamble test-mar-
keted Dryel, the home dry-cleaning product, for more than three years on 150,000 households in a tradi-
tional fashion while Drugstore.com tested the online market before its launch in 1999, taking less than a
week and surveying about 100 people. Procter & Gamble now conducts 40 percent of its 6,000 product
tests online. The company’s annual research budget is about $140 million, but it believes that figure can be
halved by shifting research projects to the Internet.?

In 2000, when P&G geared up to launch Crest Whitestrips, a home tooth-bleaching kit, its high retail price
created uncertainty. After an eight-month campaign offering the strips solely through the product’s dedicated
Web site, it sold 144,000 whitening kits online. Promoting the online sale, P&G ran TV spots, placed adver-
tisements in lifestyle magazines, and sent e-mails to customers who signed up to receive product updates (12
percent of whom subsequently made a purchase). Retailers were convinced to stock the product, even at the
high price. By timing the introduction with additional print and TV ad campaigns, P&G sold nearly $50 mil-
lion worth of Crest Whitestrips kits three months later. P&G’s success has been emulated by its competitors
and represents a growing trend. General Mills, Quaker, and a number of popular start-ups have followed,
launching online test-marketing projects of their own.
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1 Experiments are studies involving intervention by the
researcher beyond that required for measurement.
The usual intervention is to manipulate a variable (the
independent variable) and observe how it affects the
subjects being studied (the dependent variable).

An evaluation of the experimental method reveals
several advantages: (1) the ability to uncover causal
relationships, (2) provisions for controlling extraneous
and environmental variables, (3) convenience and low
cost of creating test situations rather than searching
for their appearance in business situations, (4) the
ability to replicate findings and thus rule out idiosyn-
cratic or isolated results, and (5) the ability to exploit
naturally occurring events.

2 Some advantages of other methods that are liabilities
for the experiment include (1) the artificial setting of
the laboratory, (2) generalizability from nonprobability
samples, (3) disproportionate costs in select business
situations, (4) a focus restricted to the present and im-
mediate future, and (5) ethical issues related to the
manipulation and control of human subjects.

3 Consideration of the following activities is essential for
the execution of a well-planned experiment:

Select relevant variables for testing.

Specify the treatment levels.

Control the environmental and extraneous factors.

Choose an experimental design suited to the

hypothesis.

e Select and assign subjects to groups.
f Pilot test, revise, and conduct the final test.
g Analyze the data.

4 We judge various types of experimental research de-
signs by how well they meet the tests of internal and
external validity. An experiment has high internal validity
if one has.confidence that the experimental treatment
has been the source of change in the dependent
variable. More specifically, a design’s internal validity is
judged by how well it meets seven threats. These are
history, maturation, testing, instrumentation, selection,
statistical regression, and experiment mortality.

External validity is high when the results of an
experiment are judged to apply to some larger popu-
lation. Such an experiment is said to have high exter-
nal validity regarding that population. Three potential
threats to external validity are testing reactivity, selec-
tion interaction, and other reactive factors.

5 Experimental research designs include (1) preexperiments,
(2) true experiments, and (3) quasi-experiments. The main
distinction among these types is the degree of control that
the researcher can exercise over validity problems.

Three preexperimental designs were presented in the
chapter. These designs represent the crudest form of

0 UTe

experimentation and are undertaken only when noth-
ing stronger is possible. Their weakness is the lack of
an equivalent comparison group; as a result, they fail
to meet many internal validity criteria. They are the (1)
after-only study, (2) one-group pretest-posttest de-
sign, and (3} static group comparison.

Two forms of the true experiment were also pre-
sented. Their central characteristic is that they provide a
means by which we can ensure equivalence between ex-
perimental and control groups through random assign-
ment to the groups. These designs are (1) pretest-
posttest control group and (2) posttest-only control group.

The classical two-group experiment can be ex-
tended to muitigroup designs in which different levels
of the test variable are used as controls rather than
the classical nontest control.

Between the extremes of preexperiments, with lit-
tle or no control, and true experiments, with random
assignment, there is a gray area in which we find
quasi-experiments. These are useful designs when
some variables can be controlled, but equivalent ex-
perimental and control groups usually cannot be es-
tablished by random assignment. There are many
quasi-experimental designs, but only three were cov-
ered in this chapter: (1) nonequivalent control group
design, (2) separate sample pretest-posttest design,
and (3) group time series design.

Test marketing is a controlled experimental procedure
conducted in a carefully selected marketplace to test a
product or service to predict sales and profit outcomes.
Managers use test marketing to introduce new prod-
ucts or services, add products to existing lines, identify
concepts with potential, or relaunch enhanced versions
of established brands. There are six major types of test
markets. A standard test market is a traditional test of a
product and/or marketing mix variables on a limited ge-
ographic basis. It provides a real-world test on a smaller,
less costly scale. The firm selects test market cities or
regions comparable to those of the intended con-
sumers of the product and tests it through its existing
distribution channels. Controlled test markets are “live”
forced distribution tests conducted by a specialty
research supplier that guarantees distribution of the test
product through outlets in sercted cities. An electronic
test market is a test system that combines store distrib-
ution services, consumer scanner panels, and house-
hold-level media delivery in specifically designated
markets. Retailers and cable TV operators have cooper-
ative arrangements with the research firm in these tests.
A simulated test market (STM), often a pretest before a
full-scale market test, occurs in a laboratory setting de-
signed to simulate a traditional shopping environment
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using a sample of the product’s consumers. STMs use
computer models and data provided by participants in
the simulation. A virtual test market uses a computer
simulation and hardware to replicate the immersion of
an interactive shopping experience in a virtual, three-

dimensional environment. Web-enabled test markets
are a growing trend for large consumer packaged-
goods manufacturers that seek fast, cost-effective
means to test new products, refine old ones, survey
customer attitudes, and build relationships.
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Terms in Review
1 Distinguish between the following:
a Internal validity and external validity.
b Preexperimental design and quasi-experimental
design.
¢ History and maturation.
d Random sampling, randomization, and matching.
e Environmental variables and extraneous variables.

2 Compare the advantages of experiments with the
advantages of survey and observational methods.

3 Why would a noted business researcher say, “It is
essential that we always keep in mind the model of
the controlled experiment, even if in practice we
have to deviate from an ideal model"?

4 What ethical problems do you see in conducting ex-
periments with human subjects?

5 What essential characteristics distinguish a true ex-
periment from other research designs?

Making Research Decisions

6 A lighting company seeks to study the percentage of
defective glass shells being manufactured.
Theoretically, the percentage of defectives is depen-
dent on temperature, humidity, and the level of arti-
san expertise. Complete historical data are available
for the following variables on a daily basis for a year:
a Temperature (high, normal, low).

hypothesis 276
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internal validity 282
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test market 292
controlled test market 294
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simulated test market (STM) 295
standard test market 293
virtual test market 296
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treatment levels 278

b Humidity (high, normal, low).

¢ Artisan expertise level (expert, average, mediocre).
Some experts feel that defectives also depend on
production supervisors. However, data on supervi-
sors in charge are available for only 242 of the 365
days. How should this study be conducted?

7 Describe how you would operationalize variables for
experimental testing in the following research ques-
tion: What are the performance differences between
10 microcomputers connected in a local-area
network (LAN) and one minicomputer with 10
terminals? ,

8 A pharmaceuticals manufacturer is testing a drug
developed to treat cancer. During the final stages of
development the drug's effectiveness is being tested
on individuals for different (1) dosage conditions and
(2) age groups. One of the problems is patient mor-
tality during experimentation. Justify your design rec-
ommendations through a comparison of alternatives
and in terms of external and internal validity.

a Recommend the appropriate design for the exper-
iment.

b Explain the use of control groups, blinds, and dou-
ble blinds if you recommend them.

9 You are asked to develop an experiment for a study
of the effect that compensation has on the response



